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Wave data near the coast estimated from high-frequency (HF) radar are intercompared
with in-situ and model-predicted wave data. The comparisons are useful since the in-
situ wave data are limited to the main wave parameters and the observation is limited
to a single point. The agreement between in-situ and model-predicted wave heights is
reasonable, considering the accuracy of the model input wind. The agreement between
radar-estimated and model-predicted wave energy in the intermediate frequency band,
which is the most energetic frequency band, is better than that in the low or high
frequency bands. On the other hand, the agreement between the radar-estimated and
model-predicted wave direction is the best in the high frequency band, which is the
band closest to the Bragg frequency. The spatial distribution of the radar-estimated
wave heights during the observation period is similar to that of the model-predicted
wave height in the limited area.

Keywords: Wave height; HF radar; Doppler spectrum; Numerical modeling; Wave
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1. Introduction

The high-frequency (HF) ocean radar system is a promising tool for observing
coastal surface currents and waves. There are many applied studies on coastal
processes using HF radar-derived surface currents (e.g., Matthews et al. (1993);
Son et. al. (2007); Hisaki and Imadu (2009); Muscarella et. al. (2011)). On the
other hand, studies on coastal processes using HF radar-derived surface wave data
are scarce, because it is difficult to estimate surface wave fields from HF radar.
However, it is possible to estimate ocean wave spectra near the coast using HF

radar, which radiates the high-frequency radio waves to the sea surface and receives
the backscattered signals. Doppler spectra are obtained from the backscattered
signals, and ocean wave spectra are estimated on the basis of the integral equation,
which relates the ocean wave spectrum to the Doppler spectrum (e.g., Lipa and
Barrick (1986); Wyatt (1990); Hisaki (1996); Hashimoto et al. (2003)). Although
ocean directional wave spectra are estimated using the dual HF radar systems, it
is useful to estimate directional wave spectra by using single HF radar systems,
because it is possible that one of the HF radar systems will be inoperable or that
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Doppler spectra from one of the HF radar systems will be affected by a large
amount of noise.
In previous studies, only wave heights and periods were estimated by semi-

empirical methods using a single HF radar system (e.g., Haus et al. (2010); Wyatt
(2002)). On the other hand, there are methods which can be used to estimate a
wave directional spectrum by using a single radar system (e.g., de Valk C et. al.
(1999); Hisaki (2006)). These methods use the energy balance equation under the
assumption of stationarity, along with the integral equation of the Doppler spec-
trum. Hisaki (2005, 2009) compared radar-estimated wave data observed by the
Port and Airport Research Institute (PARI) in Japan. However, their comparison
was limited to wave heights (Hisaki (2006); Hisaki (2009)). The observed wave data
accessible to the public were limited to key wave parameters such as wave height
and direction. A comparison of radar-estimated wave data not only with in-situ
observed wave data but also with model-predicted wave data would be useful to
evaluate the accuracy of radar-estimated wave data. Although there have been
intercomparisons of HF radar-estimated wave parameters for the dual radar sys-
tem (Wyatt et al. (2003); Wyatt et al. (2011)), there have been no intercomparison
studies that included model-predicted wave parameters for the single radar system.
The objective of this study was to investigate the accuracy of radar-estimated

wave data by intercomparing in-situ observed wave data and model-predicted wave
data. Section 2 describes the wave measurement by HF radar. The wave model is
also described in Section 2. Section 3 presents the results of the intercomparison.
The results are discussed in Section 4. The conclusions are summarized in Section 5.

2. Method

2.1 Observation and analysis of HF radar Doppler spectra

The observation of Doppler spectra by HF radar was conducted in 2000 and 2001
for about 1 month. Figure 1 shows the observation area. The observation area was
the East China Sea near the island of Okinawa in Japan The observation periods
were from October 21 to December 7, 2000 and from May 26 to July 2 in 2001. The
location of the HF radar was (26.38◦ N, 127.73◦ E) in 2000 and (26.42◦ N, 127.72◦

E ) in 2001. The observation is described in Hisaki (2009). The radar frequency was
24.515 MHz, and the Bragg frequency was fB = 0.505 Hz. The temporal resolution
of the radar system was two hours. Beam directions was from 199◦ to 281.5◦ from
true north (T) in 2000 and from 197.5◦ to 280◦ T in 2001.
The Doppler spectra were significantly contaminated by external noise, and the

signal to noise ratios (SNRs) of the Doppler spectra were very low. The second-
order scattering peak levels in the best Doppler spectra were several decibels (dB)
above the noise level. The SNRs in most of the Doppler spectra were lower than
those of the best Doppler spectra (Hisaki (2009)). The 3 (range) × 3 (beam) = 9
Doppler spectra were averaged in space, and the Doppler spectra were estimated
on the 16 radial grid points in Figure 1a and b (Hisaki (2009)). The ocean wave
spectral resolutions were 1.15 for frequencies (ratio of adjacent frequencies) and
20◦ for directions.
The equations to estimate wave spectra are equations of first- and second-order

radar cross sections, energy balance equations and the regularization constraints.
The unknowns to be estimated are spectral values and sea surface wind vectors
(speeds and directions). The wind vectors are included in the energy balance equa-
tions and the regularization constraints. The number of equations are larger than
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those of unknowns to be estimated. The unknowns are estimated by seeking the
minimum of the objective function which is defined as the sum of weighted squares
of the equations. This minimization problem is solved iteratively. The details of the
method for estimating wave spectra are described in Hisaki (2006). The method for
the quality control of spectra is also described in Hisaki (2009). The water depth
is not considered in this method. Some of the low SNR Doppler spectra were not
used to estimate wave spectra. The number of time series was 93 in 2000 and 190
in 2001.

2.2 In-situ observation

Wave heights and periods were observed by an Ultrasonic Wave gauge (USW) at
2-hour intervals. Wave directions were observed by a Current Meter Type Wave
Direction Gauge (CWD) at 2-hour intervals. The surface elevations and orbital
motions are observed for 20 minutes at 0.5-second intervals. Significant wave heights
and periods are estimated by the zero-up-crossing method. Mean wave directions
are estimated from values of covariances of orbital motions (Kawai et al. (2010)).
The location of the USW was (26.26◦ N, 127.65◦ E) and the water depth was 53 m.
The location of the CWD was (26.26◦ N, 127.66◦ E), and the water depth was 38 m.
The number of time series during the HF radar observation period was 565 in 2000
and 451 in 2001.
The position of the wind station was (26.21◦ N, 127.69◦ E) on Okinawa island,

and the elevation of the station from the sea surface was 28 m. The elevation of the
anemometer from the ground was 48 m. The time, speed and directional resolution
of the observed winds were 10 minutes, 1 m/s and 22.5◦, respectively. The winds
were averaged for 1 hour.

2.3 Wave model

The wave spectra were predicted by solving the energy balance equation as

∂F

∂t
+∇ · (CgF ) = S (1)

where F = F (f, θ,x, t) is the wave spectrum at the position x, t is the time, f is
the wave frequency, θ is the wave direction with respect to the eastward direction
(counterclockwise is positive), ∇ is the horizontal gradient, Cg is the group velocity
vector, and S is the source function as

S = Sin + Sds + Snl + Sbt (2)

Equation (2) represents source terms for spectral wave energy due to the influence
of wind (Sin), wave breaking (Sds), nonlinear interactions (Snl), and shallow-water
processes (Sbt). The parameterization of the source function is the same as that
of WAM (Wave Modeling) cycle-3 (WAMDI Group (1988)). However, the source
function for wind input Sin was calculated for both Snyder’s parameterization
(Snyder et. al. 1981) and Jannsen’s parameterization (Janssen 1991). The water
depth is considered in the wave model.
The wave spectra were calculated by the nested grid: The coarse grid area was

from 125.55◦ E to 128◦ E and from 23.95◦ N to 28.9◦ N with the spatial resolution
of 0.05◦ (Figure 1c). The fine grid area was from 127.15◦ E to 127.9◦ and 26.1◦N
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from 26.6◦ N with the spatial resolution of 0.01◦ (Figure 1a and b). The time
step was 240 s for the coarse grid, and 30 s for the fine grid. The wave frequency
resolution (ratio of adjacent frequencies) was 1.1, and the resolution of the wave
direction was 15◦, both of which were finer than those of the HF radar-estimated
wave spectra.
Objective analyzed surface winds from the Japan Meteorological Agency (JMA)

data were used to predict wave spectra. The spatial and temporal resolutions for
wind data from 2000 were 20 km and 12 hours, respectively, and these data are
termed regional analysis (RANAL) data. The spatial and temporal resolutions
for wind data from 2001 were 10 km and 6 hours, respectively, and these data
are termed meso-scale analysis (MANAL) data. The objectively analysed data is
described in Section 2.4. The wind data were linearly interpolated with respect to
position and time.
The significant wave heights H, mean periods Tm, mean directions θm, frequency

spectra P (f) were calculated from model-predicted and radar-estimated wave spec-
tra as

H = 4E1/2 (3)

E =

∫ fmax

0

∫ π

−π
F (f, θ)dθdf =

∫ fmax

0
P (f)df (4)

Tm = E−1

∫ fmax

0
f−1P (f)df (5)

θm = atan(QsQ
−1
c ) (6)

Qc =

∫ fmax

0

∫ π

−π
cos θF (f, θ)dθdf (7)

Qs =

∫ fmax

0

∫ π

−π
sin θF (f, θ)dθdf. (8)

The upper limits of integrations fmax in Eqs. (4)–(8) are 0.81 Hz for radar-
estimated wave parameters and 0.56 Hz for model-predicted wave parameters.

2.4 Objectively analysed wind data

Optimal interpolation (OI) was used to merge the meteorological data into objec-
tive analysis data for 1999 and 2001 (JMA (2001); Shimbori (2003)). The four-
dimensional variational method was not adopted in 2001. The merged data were
land-, ship-, and buoy-based observations, but the sea surface winds recorded by
the scatterometer were not used in 2001.
An optimum analysis of a field of model variables at grid points is

xa = xb + K(yo − H(xb)), (9)

where xb is an estimate of the model state provided by a previous forecast. The
vector yo is a set of observations of the same parameter as xa and xb. The matrix
H denotes interpolation operator from the model discretization to the observation
points. The gain matrix K is given by equation (A6) in Bouttier and Courtier
(1999).
The MANAL and RANAL data were used as initial conditions of the weather
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forecast by the RSM (Regional Spectral Model) and MSM (Meso-Scale Model) of
JMA. The“pre-run”was employed in the MANAL, whereas the OI was conducted
in the hourly update cycle for the last 3-hour period preceding the analysis time.
The initial condition of the 3-hour pre-run process was created by the interpolation
from the RSM forecast data. The reason for the use of the pre-run was that the time
to collect data for the forecast by the MSM, which should be reported promptly, was
shorter than that for the forecast by the RSM (Kimura et al. (2001)). The RANAL
data were derived by running the RSM and conducting the OI every 6 hours. The
analyzed data were smoothed in the horizontal grid, because the observation points
were unevenly distributed.
The smoothing of the MANAL and RANAL data was conducted until November

2003, but the effect of the smoothing on surface wind speeds was large around the
coastline (Unpublished results, Numerical Prediction Division, Japan Meteorolog-
ical Agency). The sea surface wind data by QuikSCAT had not been incorporated
in 2001. The four-dimensional variational method was not adopted but the OI was
adopted until May 2003 in RSM and February 2002 in MSM (Shimbori 2003).

3. Results

3.1 Example of wave estimation

Figure 2 shows an example of wave spectra at 14 JST, 5 June 2001 on the radial (HF
radar-estimated spectra) and the regular (model-predicted spectra) grid points,
which were the closest to the in-situ observation point. The distance of between
the USW and the closest radar radial point is 0.7 km in 2000 and 1.1 km in 2001.
The distance between the USW and the closest wave model grid point is 0.4 km.
Wave spectra estimated from the HF radar and predicted from Eq. (1) are shown

in Figure 2. The wind inputs (Sin) are calculated from Snyder’s parameterization
(Snyder et. al. 1981) in Figure 2c and d. The parameterization of Janssen (1991)
was also used to predict wave spectra. However, there were almost no differences
in the predicted wave spectra between them. Therefore, only the cases of Snyder’s
parameterization are indicated in this paper.
Figure 2a shows an HF radar-estimated wave frequency spectrum P (f), and Fig-

ure 2b shows an HF radar-estimated normalized directional distribution (%), which
was estimated by dividing the wave spectrum F (f, θ) by the frequency spectrum
P (f), i.e., F (f, θ)/P (f). Figure 2c and d show a predicted wave frequency spectrum
P (f) and a normalized directional distribution F (f, θ)/P (f). The radar-estimated
and model-predicted wave heights at the time were 0.86 m and 0.92 m, respec-
tively, while the in-situ observed wave height was 0.47 m. Both the model-predicted
and radar-estimated wave directions were northeastward. This is a typical example
showing agreement between model-predicted and radar-estimated wave height, but
there are differences in directional spectra.
The peak wave frequencies are different in Figure 2a and c. There is a local peak

at (0.11 Hz, 0◦) in Figure 2d. The value of P (f) is less than 0.05 m2s (Figure 2c),
and the local peak level is small. If there is a swell as Figure 2d, the second-order
Doppler peaks by the swell are between first-order peaks and the second-order
peaks by the dominant wave in the Doppler spectrum. The second-order Doppler
peak by the swell is much smaller than the first- and the second-order peaks, so it
is difficult to retrieve the swell peak of the wave directional spectrum.
We can see the bimodality in Figure 2d. The local maxima of F (f, θ) for f =

0.11 Hz can be seen at θ = 0◦ and at θ = 30◦. The direction resolution of the radar-
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estimated wave spectrum is 20◦, and it is too low to retrive the bimodal directional
distribution as Figure 2d. The regularization constraint in the f−θ plain is used for
wave estimation, and it is difficult to retrive the bimodal directional distribution
as Figure 2d.
The wind direction changed from northwestward to northeastward during the

period. The northwestward wind direction is the fetch-limited condition and north-
eastward wind direction is the fetch-unlimited condition in the in-situ observation
point. The development of the wave spectrum is sensitive to the wind direction dur-
ing the period. A possible explanation of the difference of peak wave frequencies is
the difference of the model input wind direction and the true wind direction.

3.2 Comparison of wave parameters

Figure 3 depicts the time series of model-predicted wave heights (Hm), radar-
estimated wave heights (Hr) and in-situ observed wave heights (Ho). The model-
predicted wave heights were overestimated on October 27 and November 2, 2000.
The model-predicted wave heights were also overestimated on May 31, and June
14, 2001. On the other hand, they were underestimated on November 18, 21 and 29,
2000. The model-predicted wave heights were often underestimated in 2000, and
overestimated in 2001. A possible reason for this is discussed in section 4.1. The
radar-estimated wave heights were also underestimated in 2000, and overestimated
in 2001, which is discussed in section 4.2.
The radar-estimated wave heights were scattered temporally. Figure 4 shows a

series of scatter diagrams plotting in situ, model-predicted and radar-estimated
wave heights for both years, and Tables 1 and 2 summarize the comparison of
wave parameters. The correlation coefficients (r) and rms differences between the
model-predicted and in-situ observed wave parameters were estimated at the time
when the waves were estimated from the radar. These values for the total HF radar
observation period were also estimated.
Agreement between the radar-estimated and in-situ observed wave heights was

the best among the pairs, while that between the radar-estimated and model-
predicted wave heights was the worst. Both the radar and model tended to under-
estimate the wave heights for Ho > 1 m, while the tendency was more clear for the
radar estimation.
Figure 5 shows the time series of model wind directions, radar-estimated wind

directions and in-situ observed wind directions. Figure 6 shows the scatter diagram
for these three time series. The model wind data were the objectively analysed
surface winds from the JMA used to drive the wave prediction model. This is
explained in Section 2.3. The wind data were linearly interpolated with respect
to time when radar measurements were acquired. The location of radar-estimated
wind directions was the radial grid point that was closest to the USW. The location
of the model wind directions was the regular point that was the closest to the
wind station. Values of directions in Figure 5 are added or subtracted by 360◦

for Figure 6, because the maximum difference of directions is 180◦. The spatial
variability of model wind directions was small. The rms difference between the
observed wind direction and model (objectively analyzed) wind direction was 27.8◦,
which was associated with temporal variations of the observed winds.
The wind speeds were also estimated from the radar. However, there were no

correlations between the radar-estimated wind speeds and in-situ observed wind
speeds.
The mean wave directions are compared. Figure 7 shows the relationship be-
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tween the threshold of in-situ observed wave heights (Ht) and rms differences of
mean wave directions. For a given value of Ht, the rms difference of mean wave
directions was obtained only in the case when the in-situ observed wave heights
Ho were greater than Ht. For example, when Ho ≥ 0.6 m, the rms differences be-
tween radar-estimated and in-situ observed mean wave directions, between radar-
estimated and model-predicted mean wave directions, and between in-situ observed
and model-predicted mean wave directions in 2001 (Figure 7b) are 58.3◦, 65.8◦ and
45.7◦, respectively. For the small wave heights, the accuracy of the wave direction
estimated from the CWD was poor. The differences became smaller as the thresh-
old became larger, which shows that the wave direction from the CWD was not
accurate in the case of small wave height.
The comparisons of the wave periods are also summarized in Table 1 and 2.

The wave period data supplied from the PARI is the significant wave period. The
model-estimated and radar-estimated wave periods were spectral mean periods.
Their correlations were smaller than those for the wave heights.

3.3 Comparisons of wave spectra and spatial distribution.

In order to compare wave spectral values, the wave energy was divided into three
parts–low-, intermediate- and high- frequency wave heights, which were defined as

H(f1, f2) = 4
(∫ f2

f1

P (f)df
)1/2

. (10)

The low-, intermediate- and high-frequency ranges were (f1, f2) = (0, 0.14),
(0.14, 0.3), and (0.3, 0.5) Hz, respectively. Wave directions were also defined for
the three wave frequency bands as

θm(f1, f2) = atan(Qs(f1, f2)Q
−1
c (f1, f2)), (11)

Qc(f1, f2) =

∫ f2

f1

∫ π

−π
cos θF (f, θ)dθdf, (12)

Qs(f1, f2) =

∫ f2

f1

∫ π

−π
sin θF (f, θ)dθdf. (13)

The upper frequency of the high-frequency band is 0.5 Hz, which is close to
the Bragg frequency. The nonlinear inversion estimates spectral values at higher
frequencies, while a linear inversion does not. The frequency ranges of the bands are
determined so that most of the peak frequencies are in the intermediate frequency
band. In addition, the frequency ranges of the bands are determined so that the
bandwidths are not dissimilar. The ratios of model-predicted peak wave frequencies
are in the low-, intermediate- and high- frequency bands are 33.2 %, 64.0 %, and
2.8 %, respectively. These boundaries of the frequency bands are appropriate.
Figure 8 shows examples of the comparison, and Table 3 and 4 are summaries

of the comparison. The agreement of H(f1, f2) was optimum for the intermediate
frequency band, while the spectral mean wave direction was optimum for the high-
frequency band. The correlation of wave height with H(f1, f2) was the highest for
the intermediate frequency in total, which is discussed in Section 4.3.
On the other hand, the wave direction for the high frequency range was the

closest to the wind direction. The difference between the predicted and radar-
estimated wave direction was lowest for the high frequency case, which is discussed
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in Section 4.3.
Figure 9 shows the predicted mean wave height and radar-estimated mean wave

height during the 2000 and 2001 experiments. The averaged periods of predicted
mean wave heights were the same as those for the radar-estimated mean wave
heights. The spatial variability of the radar-estimated wave heights was larger than
that of the predicted wave heights. However, the features of spatial distribution
patterns were similar: The local maxima of wave height can be seen near the radar
position, and wave heights decreased with increasing distance offshore within the
small area of 127.6◦ E–127.7◦ E and 26.3◦ N –26.4◦ N in 2000 (Figure 9a). The
decrease in radar-estimated wave heights was more significant than that of the
predicted wave heights. The local wave height maxima can also be seen near the
radar position in both radar-estimated and model-predicted wave heights from the
2001 data. The wave height also decreases with increasing distance offshore within
the limited area in that case.

4. Discussion

4.1 Comparison of model and in-situ wave parameters

We compared in-situ, model-predicted and HF radar-estimated wave data. Since
the in-situ observed data were limited to single point observations, model-predicted
data were used for the comparison. The Doppler spectra were significantly contam-
inated by noise: The SNR was at most several dB. The correlation between the
model-predicted wave height and the in-situ observed wave height data was 0.67
for the total HF radar observation period, which is not high. The accuracy of the
predicted wave height was dependent on wind accuracy. The correlation between
model input wind speeds and in-situ observed wind speeds was 0.77. If the wave
height is proportional to the square of wind speed, the correlation of 0.67 is reason-
able. The correlation between the squares of model input wind speeds and model
predicted wave heights at the wave observation point was 0.90, which shows that
the wave height was almost proportional to the square of the wind speed. The
observed wind data were not identical to the objective analysis surface wind data
(Eq. (9)).
The model-input surface wind is less accurate, which is explained in Section 2.4.

The difference between in-situ observed waves and model predicted waves originates
from wind speed inaccuracies
Model-input wind direction errors are also sources of inaccurate predictions of

wave heights, especially under fetch-limited conditions. For example, the predicted
wave heights were overestimated on 14 June, 2001. The wind directions varied from
0◦ to 90◦ with respect to the eastward direction (counterclockwise is positive: for
example, the direction of a northeastward wind is 45◦.) on 14 June, 2001 (Figure 5).
The black circles (model input wind directions) were below the solid line (observed
wind directions) on 14 June, 2001 in Figure 5b. The observed wind directions were
counterclockwise directions with respect to the model input wind directions on
that day. This shows that the fetches for the observed wind directions were shorter
than those for the model input wind directions (Figure 1). Therefore, the predicted
wave heights were overestimated on 14 June, 2001.
On the other hand, the predicted wave heights were underestimated on 21 Novem-

ber, 2000. A storm associated with an atmospheric front was present in the East
China Sea on 20 November, 2000. The maximum sea surface wind speed exceeded
25 m/s at (29◦ N, 125.5◦ E). The storm area is outside the computation area in
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Figure 1c. The swell associated with the storm was not reproduced, and the pre-
dicted wave heights were underestimated. If the swell source is not included in the
computation area, the predicted wave heights may be underestimated.
The effect of the swell on wave prediction is investigated. Wave periods in swell-

dominated conditions are longer than those in wind-wave conditions. A linear re-
gression line between common logarithms of observed wave heights (log10(Ho)) and
that of observed mean wave periods (log10(Tms)) is estimated as

log10(Tms) = α log10(Ho) + β (14)

from in-situ observed wave data, for which the values

qs = log10(Tms)− α log10(Ho)− β (15)

are defined. The value of qs is larger as swell dominates. Figure 10 shows the
relationship between the value of underestimation of model-predicted wave heights
and numbers of data for qs > 0 and qs < 0. We counted the time series data for
qs > 0 (which is defined as Qp) and qs < 0 (which is defined as Qn) satisfying

Ho −Hm > ht, (16)

where ht is a parameter of a wave height difference. We plotted Qp = Qp(ht) and
Qn = Qn(ht) as a function of ht in Figure 10.
For example, the values Qp and Qn for ht = 0.5 m are Qp = 65 and Qn = 36,

respectively. The total number of time series data is 1065, and the number of time
series data that satisfies Ho −Hm ≤ 0.5 m is 964.
The value of Qn is larger than Qp for ht < 0.25 m. Wave heights are frequently

underpredicted or accurately predicted in the case of wind wave conditions. The
value of Qp is larger than Qn for higher ht. This shows that the swell-dominated
condition is more frequent than the wind-wave condition in the cases where a wave
height is under-predicted.
The difference between model-predicted and in-situ observed mean wave direc-

tions in 2000 are also larger than those in 2001 even for larger wave heights (Fig-
ure 7). This is also related to the prediction of the swell.
Figure 11 shows the relationship between the threshold of in-situ observed wave

heights (Ht) and rms differences between model-predicted and in-situ observed
mean wave directions for qs > 0 (Eq. (15)) and qs < 0 in 2000 and 2001. The rms
differences for qs > 0 are large even for larger Ht in 2000, which shows that swell
directions in 2000 could not often be predicted.

4.2 Comparison of wave parameters for other pairs

The correlation between the radar-estimated wave height and the in-situ observed
wave height data was 0.73. This value is not as high as the dual radar case (Wyatt
et al. (2003); Wyatt et al. (2011)), but is comparable to other studies of the single
radar case (Wyatt (2002); Haus et al. (2010)), in which correlations are from 0.7
to 0.8. The empirical correction factor for wave height was not used in the present
method.
If the noise is not completely excluded, the wave height is overestimated. A

possible explanation of the underestimation of wave height in 2000 is as follows:
the Doppler frequencies of the second-order Doppler peaks associated with a swell
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are close to the first-order peak Doppler frequencies. The first-order scattering of
the Doppler spectrum is broadened by the current shear in the radar cell, and the
separation of the second-order Doppler peaks from the first-order scattering fails:
the second-order signal from the swell is included in the first-order part of the
spectrum. In this case, the wave height is underestimated from the HF radar.
The difference between radar-estimated and in-situ observed mean wave direc-

tions in 2000 are also larger than those in 2001 even for larger wave heights (Fig-
ure 7). This is also related with the separation of the second-order Doppler peaks
from the first-order scattering.
The difference between model-predicted and radar-estimated mean wave direc-

tions is the largest even for larger wave heights in 2000 (Figure 7). Swell directions
in 2000 could not often be predicted as explained in Section 4.1. Swell signals in
the second-order Doppler spectra are often included in the first order part of the
Doppler spectra for 2000, the large difference being due to both of them.

4.3 Comparisons of wave spectra

The agreement of wave energy in the intermediate wave frequency band, which is
the most energetic frequency band, was the best. The reason is that the second-
order Doppler peaks by the dominant wave are the most robust to noise in the
second-order Doppler spectrum. On the other hand, the agreement of the wave
direction in the high frequency band was the best, because the high frequency wave
direction was related to the wind direction. The response of wave direction in the
high-frequency band to change in wind direction was quicker than that in the lower
frequency band (e.g., Hasselmann et al. (1980)). The regularization constraints in
the f − θ (wave frequency-wave direction) plane are used in the inversion method
(Hisaki 2006). The spectral values of the neighbouring grid points in the f−θ plane
are close to each other. The wave direction in the high frequency band is close to
that of Bragg wavelength.
The upper frequency of the radar estimated wave spectrum is higher than the

Bragg frequency (Sections 2.1 and 2.3). The wave direction of the Bragg wavelength
is the most accurate, because the direction is estimated from first-order scattering,
which is robust to noise. The wave direction at the higher frequency is close to
the wave direction of the Bragg wavelength because of the rapid response to wind
shift. The radar-estimated wave direction at the higher frequency is also close to the
wave direction of the Bragg wavelength because of the regulatization constraints.
Therefore, wave direction at the higher frequency band is the most accurate of the
three bands. If the wave directional distribution is estimated only from second-
order scattering, the result may not be true. However, the result is true for any HF
radar wave estimation in the present method, because the first-order scattering is
used for estimating the wave directional distribution.

4.4 Comparisons of spatial distribution

The spatial distribution patterns of radar-estimated mean wave heights were similar
to those of model predicted mean wave heights in the limited area. The spatial
patterns are similar to each other in the area from 127.6◦ E to 127.7◦ E and from
26.3◦ N to 26.4◦ N: The positions of the local maximum in the spatial distributions
of the wave heights were close to each other. For example, the local maxima of
wave heights can be seen at (26.35◦ N, 127.67◦) in Figure 9a and b. The decrease
in mean wave height, moving offshore from the local maxima, can be seen in both
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radar-estimated and model-predicted wave heights within the limited area.
The similarity of the spatial distributions in the limited area is evaluated. The

radar mean wave heights are interpolated in the 0.01◦ × 0.01◦ regular grids, which
are the same as the wave model grids. The spatial correlation coefficients between
H̄r(x, y) and H̄m(x + dx, y + dy) in the range of xa ≤ x ≤ xb and ya ≤ y ≤ yb
are calculated from the gridded mean wave heights, where H̄r(x, y) is the mean
radar wave height at the position (x, y), and H̄m(x + dx, y + dy) is the the mean
model wave height at the position (x + dx, y + dy). The correlation coefficients rc
are calculated for various xa, xb, ya, yb, dx and dy. The number of grid points (Nc)
for calculating the correlation is also estimated.
If we compare only for H̄r(x, y) and H̄m(x, y) in the area of xa ≤ x ≤ xb and

ya ≤ y ≤ yb, the correlation is sensitive to the positions of the local maxima of
H̄r(x, y) and H̄m(x, y). Although the spatial patterns of H̄r(x, y) and H̄m(x, y)
seem to be similar, the correlation may be small. Therefore, it is better to H̄r(x, y)
and H̄m(x+dx, y+dy) for comparing the spatial patterns to judge as being similar
with each other. The magnitude of (dx, dy) must be low.
The spatial correlation coefficients for the total HF radar observation area and

(dx, dy) = (0, 0) are rc = 0.38 in 2000 and rc = 0.07, respectively. The maximum
rc as a function of (dx, dy) for the total HF radar observation area is rc = 0.48
at (dx, dy) = (0.02◦,−0.03◦) in 2000, and rc = 0.49 at (dx, dy) = (0.03◦,−0.05◦)
in 2001. The values of (dx, dy) = (0.02◦,−0.03◦) and (0.03◦,−0.05◦) correspond to
the distance of 3.9 km and 6.3 km, respectively. This means that the similarity
between Figure 9a and b is very close to that between Figure 9c and d.
The maximum rc as a function of (xa, xb, ya, yb) and (dx, dy) for Nc ≥ 100 is

0.77 at (xa, xb, ya, yb) = (127.57◦ E, 127.65◦ E, 26.25◦ N, 26.37◦ N) and (dx, dy)
= (0.03◦, 0◦) in 2000. The maximum rc for Nc ≥ 100 is 0.71 at (xa, xb, ya, yb) =
(127.56◦ E, 127.67◦ E, 26.24◦ N, 26.39◦ N) and (dx, dy) = (0.02◦,−0.03◦) in 2001.
The correlation between H̄r(x, y) in the range of 127.57◦ E to 127.65◦ E and

26.25◦ N to 26.37◦ N (Figure 9b) and H̄m(x, y) in the range of 127.6◦ E to 127.68◦ E
and 26.25◦ N to 26.37◦ N (Figure 9a) is 0.77 in 2000.
The correlation between H̄r(x, y) in the range of 127.56◦ E to 127.67◦ E and

26.24◦ N to 26.39◦ N (Figure 9d) and H̄m(x, y) in the range of 127.58◦ E to
127.69◦ E and 26.21◦ N to 26.36◦ N (Figure 9d) is 0.71 in 2001. It is shown that the
spatial pattern of radar-estimated mean wave heights is similar to that of model
predicted mean wave heights in the limited area.
The water depth changes significantly in the local maxima area of predicted wave

heights (Figure 1). A possible reason for the local maxima of wave heights is that
the long waves were controlled by the bottom topography and the wave energy was
concentrated in the local maxima region.

4.5 Comparison of winds

The rms difference between the observed wind direction and radar wind direction
was 40.2◦. This difference is larger than that reported by Hisaki (2002), which
compared wave directions of Bragg wavelength to those of the land-based station.
The temporal variability of model winds is less than that of in-situ winds. The
temporal variability of radar winds is less than that of in-situ winds. The temporal
variability of the differences between model and radar winds is less than that of the
differences between in-situ and radar winds. Therefore, the rms difference between
the model and radar wind directions was less than that between in-situ and radar
wind directions.
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The initial estimate for wind direction was estimated from the first-order scatter-
ing, and this was robust to the noise in the Doppler spectrum. The radar-estimated
wind directions were close to the initial estimate. Although the accuracy of wind
directions estimated from the single radar is not as high as that from the dual
radar, the single radar system used to estimate wind directions is useful if we can
use only the single radar system.
The difference between radar-estimated and in-situ wind direction in 2000 is less

than that in 2001, while the difference of wave heights in 2000 is larger than that in
2001. Errors of wave heights are associated with noises in Doppler spectra, while the
differences in wind direction are due to the spatial and temporal variability of wind
direction. The separation of first-order scattering from second-order scattering is
more critical to wave height estimation than to wind direction estimation, because
second-order scattering is much smaller than first-order scattering.
The root-mean-squares of θws(k+1)−θws(k), where θws is in-situ observed wind

directions and k is the time series number at 2-hour intervals, are 16.8◦ in 2000
and 25.9◦ in 2001, respectively.
The root-mean-squares of θws(k) − θ′ws(k), where θ′ws is wind directions at the

station at (26.21◦N, 127.36◦E), which is on a small island west of the HF radar
observation area, are also estimated. They are 11.4◦ in 2000 and 16.5◦ in 2001,
respectively. The temporal variation in wind is related to its spatial variation,
because these variations are due to atmospheric disturbances.
When wind direction shifts, the mean wave direction of Bragg wavelength is

not shifted simultaneously, and wind direction is different from the mean wave
direction of Bragg wavelength. This difference is considered in the present method:
the initial estimate of the wind direction for the iteration of the minimization
problem (Section 2.1) is the mean wave direction of the Bragg wavelength, which
is estimated from the first-order scattering. The wind direction is corrected from
the estimation by the iteration: however, the correction is small. We must improve
the correction method for this difference.
Wind speeds could not be estimated accurately from the HF radar in the present

study. Wind speed can be evaluated from a wind wave spectrum. which consists
of a wind wave spectrum and swell components. If a wind wave spectrum could be
isolated from a radar-estimated wave spectrum, it might be possible to estimate
wind speed from the isolated wind wave spectrum and the fetch inferred from the
wind direction estimated from the HF radar.

5. Conclusion

The main conclusions are summarized as follows:

(1) The single HF radar system can be used as a substitution for the dual radar
system for estimating wave heights and wind directions but accuracy will be
lower than with the dual HF radar system.

(2) The agreement between radar-estimated and model-predicted wave energy in
the intermediate frequency band, which is the most energetic frequency band,
is better than that in the low or high frequency bands. On the other hand,
the agreement between radar-estimated and model-predicted wave direction
is the best in the high frequency band, which is the band closest to the Bragg
frequency.

(3) The spatial variability of the mean radar-estimated wave height is similar
to that of model-predicted wave height in the limited area: local maxima of
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mean wave heights in both distributions are found at positions close to each
other.

(4) The errors of radar-estimated wave heights are associated with noise in
Doppler spectra or broadening of first-order scattering, while those of radar-
estimated wind directions are associated with the spatial and temporal vari-
ability of winds. The errors of the two parameters are not related. On the
other hand, accurate model input wind directions are critical to predicting
wave heights near small islands.

The dual radar system can improve the accuracy of wave estimation. However,
if the SNR of the Doppler spectrum of one of the dual radars is low, wave height
accuracy will be compromised. The method for selecting optimum wave data from
the single and dual radar-derived wave data should be developed in the future.
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Figures and captions

Figure 1. HF radar observation area in (a) 2000 and (b) 2001 and (c) the model computation area. The
location of USW (26.26◦ N, 127.65◦ E) was ▲. The depth contours (dashed lines in (a) and (b)) are 200
m step in (a), and 10 m step in (b). The maximum depth contour in (b) is 200 m. The area from 125.55◦

E to 128◦ E and from 23.95◦ N to 28.9◦ N (rectangle) in (c) is the computation area of wave spectra at
low spatial resolution (0.05◦), and the area from 127.15◦ E to 127.9◦ and 26.1◦N from 26.6◦ N (rectangle)
in (a), (b) and (c) is the computation area of wave spectra at high spatial resolution (0.01◦).
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Figure 2. (a) HF radar-estimated frequency spectrum P (f), and (b) directional distribution F (f, θ)/P (f)
(%) at 14 JST 5 June, 2001. (c) Same as (a) but for model-predicted frequency spectrum. (d) Same as (b)
but for model-predicted directional distribution.
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Figure 3. Time series of in-situ observed (solid line), model-predicted (black circles), and radar-estimated
(white circles) wave heights in (a) 2000 and (b) 2001.
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Figure 4. Scatter diagram between in-situ observed wave heights (Ho) and radar-estimated wave heights
(Hr), between in-situ observed wave heights (Ho) and model-predicted wave heights (Hm), and between
Hm and Hr. White circles: 2000, Black circles: 2001.
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Figure 5. Same as Figure 3 but for wind directions.
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Figure 6. Same as Figure 4 but for wind directions.
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Figure 7. Rms differences of mean directions as a function of Ht, which satisfies Ho ≥ Ht, where Ho is
in-situ observed wave heights. Thick solid line: rms difference between radar-estimated and in-situ observed
mean wave directions. Thin solid line: rms difference between radar-estimated and model-predicted mean
wave directions. Dash-dotted line: rms difference between in-situ observed and model-predicted mean wave
directions.
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Figure 8. Time series of model-predicted (black circles), and radar-estimated (white circles) intermediate
frequency wave heights (H(f1, f2) in Eq. (10) and (f1, f2) = (0.14, 0.3) Hz) in (a) 2000 and (b) 2001.
(c) Scatter diagram of model-predicted (horizontal axis) and radar-estimated intermediate frequency wave
heights. White circles: 2000, Black circles: 2001.
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Figure 9. Mean wave heights during the HF radar observation period. (a) Model predicted wave heights
(H̄m) in 2000, (b) radar-estimated wave heights (H̄r) in 2000, (c) same as (a) but in 2001, and (d) same
as (b) but in 2001.
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Figure 10. Numbers of positive and negative qs defined in Eq. (15) as a function of ht, which satisfies
Ho −Hm > ht. Solid line: Qp, Dotted line: Qn.
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Figure 11. Rms differences of mean directions as a function of Ht, which satisfies Ho ≥ Ht, where Ho is
in-situ observed wave heights. Solid line: qs > 0 (Eq. (15)), dashed line: qs < 0.
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Tables and captions

Table 1. Correlations (r) of in-situ observed wave parameters, HF ocean radar-derived wave parame-
ters and model-predicted wave parameters. The values were estimated at the time when the waves were
estimated from the radar. The values in the parenthesis are those estimated from the total HF radar ob-
servation period. Ho: in-situ observed wave height, Hm: model-predicted wave height, Hr: radar-derived
wave height, Tms: in-situ observed mean wave period, Tmm: model-predicted spectral mean wave period,
Tmr: radar-derived spectral mean wave period.

Correlation (2000) Correlation (2001) Correlation (Total)
Ho −Hm 0.55 (0.69) 0.67 (0.62) 0.61 (0.67)
Ho −Hr 0.70 0.64 0.73
Hm −Hr 0.32 0.64 0.58
Tms − Tmm 0.56 (0.45) 0.58 (0.48) 0.59 (0.47)
Tms − Tmr 0.47 0.37 0.50
Tmm − Tmr 0.13 0.31 0.31

Table 2. Rms differences of in-situ observed wave parameters, HF ocean radar-derived wave parame-
ters and model-predicted wave parameters. The values were estimated at the time when the waves were
estimated from the radar. The values in the parenthesis are those estimated from the total HF radar
observation period. θws: in-situ observed wind direction, θwm: model input wind direction, θwr: radar-
derived wind direction. θms: in-situ observed mean wave direction, θmm: model-predicted spectral mean
wave period, θmr: radar-derived spectral mean wave direction.

rms dif.(2000) rms dif.(2001) rms dif. (Total)
Ho −Hm 0.52 m(0.50 m) 0.51 m (0.46 m) 0.51 m (0.48 m )
Ho −Hr 0.45 m 0.33 m 0.38 m
Hm −Hr 0.55 m 0.45 m 0.48 m
θws − θwm 25.1◦ (26.9◦) 24.3◦ (28.9◦) 24.5◦ (27.8◦)
θws − θwr 30.7◦ 44.1◦ 40.2◦

θwm − θwr 30.8◦ 37.5◦ 35.4◦

θms − θmm 53.6◦ (65.0◦) 72.5◦(70.6◦) 66.8◦(67.5◦)
θms − θmr 77.4◦ 86.3◦ 83.5◦

θmm − θmr 64.8◦ 56.6◦ 53.5◦

Tmm − Tmr 1.56 s 1.32 s 1.40 s

Table 3. Correlations between HF ocean radar-derived and model-predicted H(f1, f2) (Eq. (10)) for low
((f1, f2) = (0, 0.14) Hz), intermediate ((f1, f2) = (0.14, 0.3) Hz), and high (f1, f2) = (0.3, 0.5) Hz) fre-
quency bands

2000 2001 Total
low 0.27 0.55 0.48

intermediate 0.32 0.64 0.59
high 0.29 0.41 0.39
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Table 4. Rms differences between HF ocean radar-derived and model-predicted θm(f1, f2) (Eq. (11)) for
low, intermediate, and high frequency bands

2000 2001 Total
low 85.3◦ 65.4◦ 73.5◦

intermediate 67.4◦ 57.7◦ 61.1◦

high 43.9◦ 51.4◦ 49.0◦
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